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This study presents an Al-based sign language recognition program designed to translate
sign language into spoken language, facilitating communication between deaf and hearing
communities. The detailed methodology is given using machine learning and deep learning al-
gorithms. Particular attention is given to model building, user interface design and the gesture
recognition approach. The evaluation and implications of this program implementation for im-

prouving social inclusion are confirmed.
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Effective communication is a key
component of social interaction and inte-
gration. For people who are deaf and hard
of hearing, sign language serves as a vital
means of communication. However, com-
munication barriers persist for people who
are unfamiliar with sign language, pre-
venting access to public services, education
and employment opportunities. According
to the World Health Organization, by 2050,
approximately 2.5 billion people are ex-
pected to experience some degree of hear-
ing loss, with 700 million requiring rehabil-
itation [1]. Moreover, 80% of people with
hearing loss live in low- and middle-income
countries, highlighting the critical need for
affordable solutions to facilitate communi-
cation between hearing and deaf people.
Advances in artificial intelligence (AI) have
facilitated significant advances in sign lan-
guage recognition (SLR), which opens new
opportunities for the use of Al-based SLR
to address these communication gaps [2-5].

Thus, this research aims to the crea-
tion of a tool enabling to facilitate real-time
translation of sign language into spoken
language, thereby bridging the gap be-
tween diverse communicative communi-
ties. In the framework of its realization, the
following steps have been undertaken:

—to study a topic related to sign lan-
guage and gestures;

—to collect a dataset of common ges-
tures, to train and test the model on a

range of machine learning algorithms, then
to select the most appropriate and effective
one for the defined task;

—to develop a user interface for con-
venient interaction with the created model.

For creation of a robust database, the
MNIST Sign Language dataset was chosen
[2] because it effectively provides an alpha-
bet for common sign language gestures. In
addition, a custom dataset including six
basic words “Hello”, “Yes”, “No”, “I/'me”,
“He/she/it”, “Help” frequently used in con-
versations and emergency scenarios was
collected. Data were collected using com-
puter vision tools implemented in the
OpenCV library (opencv.org/), with each
image preprocessed to 28x28 grayscale
format for consistency with the MNIST da-
taset and stored in CSV format.

This assembled dataset is supposed to
be neither exhaustive nor universal in
scope. Rather, it serves to illustrate the po-
tential for developing gesture recognition
technology through the application of ma-
chine learning methods.

The detailed model design under re-
search was as follows:

1. Model development and testing

A series of machine learning algo-
rithms were tested, including logistic re-
gression, k-nearest neighbours (k-NN),
support vector machines (SVM), decision
trees using the Scikit-learn library (scikit-
learn.org), and convolutional neural net-
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works (CNNs) using the TensorFlow library
(www.tensorflow.org). CNNs were selected
due to their efficiency in handling image da-
ta, using localised convolutions to focus on
features such as edges, textures and shapes
of objects in the image. Moreover, CNNs al-
low the model to be less prone to overfitting
and improve generalisation [3].

The designed CNN model utilised
three convolution and three pooling layers
and two dense layers, with ReLU activa-
tion function throughout and a softmax
function on the final dense layer. The
trained models were evaluated based on
accuracy metrics presented in Table 1.

Table 1. Model Evaluation

Algorithm Accuracy metrics
Logistic Regression 0,925
k-Nearest Neighbors (k-NN): 0,997
Support Vector Machine (SVM) 0,781
Decision Tree 0,692
CNN 0,998

The results of the algorithm evalua-
tion demonstrate that both the convolu-
tional neural network (CNN) and the k-
nearest neighbour (KNN) algorithms ex-
hibit comparable and high levels of accura-
cy. However, the former displays signifi-
cantly higher speed and performance.
Thus, based on the obtained data, the Neu-
ral Network based algorithm is the most
appropriate choice.

2. User interface development

The user interface was developed us-
ing the PyQt5 directory, which facilitates
intuitive interaction [4]. OpenCV was em-
ployed to capture and preprocess images,
and the hands were tracked using the
Google MediaPipe hands library [5].

The PyQt-based user interface effec-
tively enables real-time interaction by cap-
turing gestures and interpreting them with
high accuracy. Tests validated the seam-
less integration of hand tracking feature,
ensuring responsiveness and usability.

3. Dynamic  Gesture Recognition
Approach

The video, with the assistance of the
OpenCV library, is known to be divided in-
to frames. Therefore, the algorithm is only
capable of analysing static images, whereas
the domain of gesture language encom-
passes both static and dynamic elements.
So, a novel approach based on sequential
analysis of key points of a gesture has been

developed to address the problems associ-
ated with dynamic gesture recognition,
which includes:

—identification of key points captur-
ing the gesture's dynamic characteristics;

—isolated training for each key point;

—individual classification of Kkey
points by the algorithm;

— recognition of dynamic gestures if at
least 50% of control points appear in se-
quence in forward or reverse order.

This methodology aims to expand the
system capabilities beyond static gesture
recognition. Thus, the current program
version just implements the possibility of
processing static gestures. In the future,
the functionality of the program will be ex-
tended and the mentioned method of dy-
namic gesture detection will be implement-
ed. The details on the algorithm implemen-
tation and the collected dataset are given
on GitHub Repository [6].

To sum up, the implementation of an
Al-based sign language recognition system
opens up new opportunities for improving
communication between deaf and hearing
people. The use of machine learning algo-
rithms, particularly convolutional neural
networks, enables high accuracy in real-
time gesture recognition, helping to over-
come barriers to access to public services
and enhancing social inclusion. In the fu-
ture, the development of this technology
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and the extension of the system’s function- life, providing them with independence and
ality to recognize dynamic gestures will al- access to a broader range of services and
low for even more effective integration of opportunities.

hearing-impaired individuals into public
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PEINEHUE J1JIAd PACIIOSHABAHU{A ‘KECTOB HA OCHOBE
NCKYCCTBEHHOI'O UHTEJIVZIEEA

M. E. J/lemenmuves, A. C. Opvesa

Cmamos npedcmaéiena Hay4HbiM PYKOB0OUMeeM —
oou., k. neo. ., HMenmosoti E. I1.

Jlannaa cmamoa noceauieHa pa3pabomre npo2pamMMb. PACNO3ZHABAHUA A3bIKA HCECMOos
HQ OCHO8E UCKYCCMBEHH020 UHMENIEKMA OJI Nepesooa Hcecmos8oeo A3blKA 8 YCMHYI peub C
Uesbio 0071ecueHUSs KOMMYHUKQUUL MENCOY 2YyXUMU U Cabiiiauumu coobuwecmaamu. I1oopo6-
Has Memo00J102UsL 8KII0UALM UCNOSIb30BAHUE AJI2OPUMMO8 MAULUHHO20 00YyUeHUs U 2J1yD0K020
obyuernus. Ocoboe sHuUMaHUE YOesIeHO NOCMPOCHUIO MOOSU, NPOEKMUPOBAHUIO NOJIb308AMEb-
CK020 uHmepgelica 1 nooxody K pacho3Hasaruio xcecmos. Ilposedena ouenka, u nocredcmeus
8HeOperUs Mol nPoepPamMbl O YIYUUEHUS COUUAILHOU UHKI03UU NOOMBEepHCOeHblL IKCne-
DPUMEHMAILHO.

Kniouesvie cniosa: UCKYCCTBEHHBIM HHTEJLIIIEKT, IIEPEBOJI B PEKMME pPeaJIbHOTO BPEMEHH,
KOMITBIOTepPHOE 3peHIEe, pACIIO3HABAHHUE $KECTOB.
COucoK MCTOYHHUKOB U JINTE€PATYPBI

1. 'myxora u moTeps ciayxa [aseKTpoHHEIN pecypc] / BecemmpHas opraHusaius 3apaBooxpa-
"Heuwus. 2 cdespans 2024. — URL: https://www.who.int/ru/news-room/fact-sheets/detail/deafness-
and-hearing-loss (mara oopamenns: 22.10.2024).

- 150 -




[Iy6iukaiuu 1o MmaTepuasaM KoHbepeanuu «BAPO-2025»

2. Aseix sxecroB MNIST [smexTpomusnit pecype] // Largest Al ML community. — URL:
https://'www.kaggle.com/datasets/datamunge/sign-language-mnist (qata obparierus: 22.10.2024).

3. Hsanos I'. 6.1 CBeprouHble HEMPOHHBIE CeTH [3JIeKTPOHHEIN pecypc] // Axmexc obpaso-
Baume. — URL: https://education.yandex.ru/handbook/ml/article/svyortochnye-nejroseti (mara
obpamrenus: 24.10.2024).

4. PykoBozmcTBO 110 OOHAPYIKEHMIO OPHMEHTHPOB PyK [syexTpoHHBIA pecype] // Google
MediaPipe Studio. — URL: https://ai.google.dev/edge/mediapipe/solutions/vision/handlandmarker
#taskdetails (maTa oboparmenus: 22.10.2024).

5. Opvesa A. C. BaFoCv [Osexrponnsiit pecypc] // Pemosuropmit GitHub. — URL:
https://github.com/YurievaAS/BafoCv (maTa obparenus: 27.10.2024).

Jdemenrbes Muxaun Esrennesuu — Oarxanasp, Caukr-IleTepOyprekmit rocymapcTBeH-
HBIF YHUBEPCHUTET TeJIeKoMMyHuKarnuil uM. mpod. M. A. Bouu-Bpyesuua, (r. Cankr-Ilerepbypr,
Poccus), kantyt3@gmail.com

IOpresa Apuna Cepreesna — Oarkamnasp, Caukr-IlerepOyprckmii rocymapCcTBeHHBII
VHUBEPCUTET TeJIeKoMMyHuKanui um. mpod. M. A. Bouu-Bpyesuua, (r. Cauxr-Ilerepoypr, Poc-
cus), arishxoxo25@gmail.com

Kenrosa Enena IlerpoBHa — HAyYHBINA PYKOBOSUTENE — JOIIEHT, KAHIUIAT IIeQaro-
TMYECKMX HAYK, OOIEHT Kadempbl MHOCTPAHHBIX A3bIK0B, Camkr-IlerepOyprckmii rocymapcer-
BEeHHBIM YHHUBEPCUTET TeJeKoMMyHuKarmii mM. mpod. M. A. Bonu-Bpyesmua, (r. Camkr-
IIetepOypr, Poccus), elena_gzheltova@mail.ru

Cmamps nocmynusa 8 pedaxkuyui: 31.01.2025; npuuama k nyonurkayuu.: 04.02.2025.

FOR CITATION:

Dementiev M. E., Yurieva A. S. Reshenie dlya raspoznavaniya zhestov na osnove
iskusstvennogo intellekta [Ai-based solution for sign language recognition] //
Sociogumanitarnye kommunikacii [Social and humanitarian communications]. 2025.
No 1(11). P. 148-151.

JJIAd INTUPOBAHUA:
Jlemenmuves M. E., IOpvesa A. C. Pertenne 11 pacriosHaBaHUS KECTOB Ha OCHOBE
HUCcKyccTBeHHOro nuTesuiekra // CormorymanutapHabie kommyHuKamn. — 2025, — No 1(11).

— C. 148-151.

- 151 -



